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Dissertation Abstract 

 
The dissertation is structured into three papers. The first paper argues that Large 

Language Models, when utilized as chatbots, can be considered agents, specifically social 

agents if we understand agency multidimensionally. This challenges the conventional notions, 

which I refer to as "threshold accounts," which outline a specific set of prerequisites for 

agency. Typically, these threshold accounts require individuals to possess human-like 

capabilities across cognition, language, and physicality to qualify as agents. The 

multidimensional approach, on the other hand, embraces the idea that agency exists across 

various dimensions. In this context, the first chapter contends that because chatbots exhibit 

linguistic proficiency, complex reasoning, and the ability to engage in conversations, they 

possess a dimension of agency, namely social agency. Many scholars, like Barandarian et al., 

Burge, and Fulda, have argued that even Bacterium are minimal agents. I make a similar claim 

for chatbots. In line with Nylhom, Strasser, Floridi, and Sanders, I also argue that we require a 

gradated or multidimensional approach to better capture AI agency. By incorporating insights 

from systems theory and the Level of Abstraction concept by Floridi, I argue that chatbots 

qualify as social agents. 

 

In the second paper, I examine how to model social robots and robot companionship, 

specifically focusing on human-robot relationships (HRRs) for geriatric users. I offer a novel 



 

model for understanding social robots and HRRs, termed Socio-Functional Conversationalist 

Companions (SFCC). I argue that the chatbots' socio-functional role determines their 

ontological status and the nature of HRRs. Two main perspectives dominate current 

discussions on HRRs: the anti-anthropomorphic model, which opposes assigning human-like 

qualities to robots, and the anthropomorphic apologist model, which supports framing social 

robots and HRRs as human-like. The former warns against potential societal harm and 

undermining the concept of friendship itself, while the latter dismisses these worries. I argue 

that both models are mistaken. Moreover, the dichotomous framing of the debate is 

unnecessary. For example, against the pro-anthropomorphic model, I argue that completely 

disregarding HRRs may marginalize those who benefit from HRRs. However, equating and 

presenting social robots like human-human relationships can set unrealistic expectations for 

geriatric users. Drawing on empirical data, I argue that the pro-anthropomorphic model risks 

priming older adults (and other users) with false expectations about social chatbots' nature 

and capabilities. For example, AI systems, as they currently stand, lack the capacity for 

mutual care. Mutual care, even minimal, is necessary for human friendships. Thus, it is best to 

understand HRRs as fulfilling a social function for older adults. They offer older adults an 

avenue to exercise their social capacity of conversations, fulfilling an important social need.   

 

In the third paper, I switch gears. I argue that focusing AI ethics on Western 

perspectives and cultures risks obscuring valuable prospects emerging from other cultures, 

particularly the Global South. Thus, contrary to much cautionary take on AI systems in care 

settings (anti-camp), I argue that carebots are ideal candidates for some caretaking tasks 

within the Islamic context. Unlike most Americans, Muslims do not use senior-care homes for 

aging parents because of religious motivations. One religious doctrine relevant here is a type 

of relationship called mahram. It refers to a relationship that renders certain people 

unmarriable to any person X who is a mahram. This includes relationships like siblings, 

parents, parents' siblings, grandparents, nieces, and nephews, and what is referred to as milk 

mothers. For pious Muslims, these are the only people permitted for proximity and intimate 

care, like changing, bathing, helping with mobility, etc. American or Western care facilities for 

older adults are usually out of the question or a last resort. Therefore, although caution is 

required, carebots, being non-human, might be ideal caregivers for geriatric care for Muslims. 

Moreover, the Islamic perspective underscores the need for AI ethics to include multicultural 

perspectives. 




